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Abstract

English. In this paper, we present on-
going experiments for correcting OCR er-
rors on German newspapers in Fraktur font.
Our approach borrows from techniques for
spelling correction in context using a prob-
abilistic edit-operation error model and
lexical resources. We highlight conditions
in which high error reduction rates can be
obtained and where the approach currently
stands with real data.

Italiano. Il contributo presenta esperi-
menti attualmente in corso che mirano a
correggere gli errori di riconoscimento ot-
tico dei caratteri (OCR) in articoli di gior-
nale scritti in lingua tedesca e nel carat-
tere gotico Fraktur. L’approccio è basato
su tecniche di controllo ortografico con-
testuale e utilizza un modello probabilis-
tico di correzione degli errori assieme a
delle risorse lessicali. Si descrivono le
condizioni in cui è possibile ottenere un
alto tasso di riduzione degli errori e si il-
lustra infine lo stato di avanzamento at-
tuale mediante dati reali.

1 Introduction

The OPATCH project (Open Platform for Access
to and Analysis of Textual Documents of Cul-
tural Heritage) aims at creating an advanced online
search infrastructure for research in an historical
newspapers archive. The search experience is en-
hanced by allowing for dedicated searches on per-
son and place names as well as in defined subsec-
tions of the newspapers. For implementing this,
OPATCH builds on computational linguistic (CL)
methods for structural parsing, word class tagging
and named entity recognition (Poesio et al., 2011).
The newspaper archive contains ten newspapers in

German language from the South Tyrolean region
for the time period around the First World War.
Dating between 1910 and 1920, the newspapers
are typed in the blackletter Fraktur font and paper
quality is derogated due to age. Unfortunately,
such material is challenging for optical charac-
ter recognition (OCR), the process of transcribing
printed text into computer readable text, which is
the first necessary pre-processing step for any fur-
ther CL processing. Hence, in OPATCH we are
starting from majorly error-prone OCR-ed text,
in quantities that cannot realistically be corrected
manually. In this paper we present attempts to au-
tomate the procedure for correcting faulty OCR-ed
text.

2 Previous work

Projects, scientific meetings1 and studies like
OPATCH dealing with historical texts (Piotrowski,
2012) are numerous and one recurring theme is the
struggle for clean OCR-ed data.

Approaches to post-OCR correction include
machine learning (with or without supervision)
(Abdulkader and Casey, 2009; Tong and Evans,
1996), merging of more than one system outputs
(Volk et al., 2011) or high frequency words (Rey-
naert, 2008). The approach in Niklas (2010) com-
bines several methods for retrieving the best cor-
rection proposal for a misspelled word: A general
spelling correction (Anagram Hash), a new OCR
adapted method based on the shape of characters
(OCR-Key) and context information (bigrams). A
manual evaluation of the approach has been per-
formed on The Times Archive of London, a collec-
tion of English newspaper articles spanning from
1785 to 1985. Error reduction rates up to 75% and
F-Scores up to 88% could be achieved.

For German, an approach akin to ours is Hauser
(2007). This approach shares a number of features

1For example, DATeCH 2014: Digital Access to Textual
Cultural Heritage, May 19-20 2014, Madrid, Spain.
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with ours, such as a reference lexicon with sim-
ilar coverage (90%) and fuzzy lookup matching
of potential candidates in the lexicon for correc-
tion, based on the Levenshtein distance. However,
while our weighting scheme for edit operations is
based on an annotated corpus, Hauser (2007) uses
a weighting model based on Brill (2000). Our ap-
proach also includes contextual information based
on bigrams.

Hauser (2007) provides an evaluation of their
approach on similar OCR-ed documents, that is
from the same period (19th century) and font
(Blackletter). Their evaluation on four collections
shows error reduction rates from 1.9% to 4.8%,
rates quite similar to those we report in tables 2
and 3. However, our results show error reduction
rate can go up to 93%, depending on a number of
idealized conditions which we will spell out fur-
ther.

3 Corpora

We used two types of data sources: ten OCR-ed
newspaper pages along with their manually cor-
rected version, our Gold Standard (GS), and an in-
dependent reference corpus of German.

3.1 OCR-ed pages

Each of the ten pages has been OCR-ed2 and re-
vised manually3 , so that for each page we have a
scanned image in format TIF, an OCR-ed version
in the format METS4-ALTO5 and a manually re-
vised version of the text. The Fraktur font and the
decreased paper quality make the translation into
text particularly challenging, so the OCR-ed docu-
ments are extremely noisy. On average, more than
one out of two tokens is misrecognized (see table
3), let alone a substantial number of fragmented
and missing tokens. Almost half (48%) of tokens
need a minimum of three edit operations for cor-
rection (see section 4.1). In total, the OCR-ed doc-
uments are made up of 10,468 tokens and 3,621
types. Eight pages (8,324/2,487) are used as train-
ing data (section 4) and two pages (2,144/1,134)
for testing. One such page is shown in figure 1.

2Using ABBYY: http://www.abbyy.com/
3The GSs have not been aligned with the originals, so that

there is no trace of where words added, subtracted or simply
corrected.

4Metadata Encoding & Transmission Standard: http:
//www.loc.gov/standards/mets/

5Analyzed Layout and Text Object: http://www.
loc.gov/standards/alto/

Figure 1: A typical OCR-ed page

3.2 Reference corpus

The reference corpus is used as a basis for con-
structing a frequency list of unigrams (a dictio-
nary) and a frequency list of bigrams. We used the
SdeWaC corpus (Faaß and Eckart, 2013), a Ger-
man corpus harvested from the web. We enriched
the corpus with texts closer in time to the OCR-ed
documents, that is texts in the categories of novels
and stories (Romane und Erzählungen) from the
period 1910-20, a total of 1.3 M tokens.6 Our fi-
nal reference corpus is made of 745M tokens from
which we derived a dictionary of size 5M and a
list of bigrams of 5M.7 The 5M entries in the dic-
tionary cover 91% of all tokens from the manually
corrected OCR-ed files.

4 Approach

The approach consists of three steps: first we build
a probabilistic model of edit-operations needed for
correction, then we define a procedure to generate
candidates for correction based on the model and
finally we apply a scoring system to evaluate the
most suitable candidate.

6Project Gutenberg: http://www.gutenberg.
org/

7The size of the dictionaries was optimized for running
times and computer memory.
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4.1 Constitution of the edit-operations
probability model

A correction is deemed necessary when a token
has no entry in the dictionary. The OCR error cor-
rection system uses a probabilistic model built on
typical edit errors to generate candidates when a
correction is required. To build such a model, our
first task is to collate and tally all edit-operations
(delete, insert and replace) needed to transform
all unrecognized tokens from the training OCR-ed
texts to its corrected form in the GS. For exam-
ple, to transform the token Veranstaltnngstage to
Veranstaltungstage ‘days of the event’, we must
replace the second ‘n’ with a ‘u’. This edit-
operation, replacing an ‘n’ with a ‘u’, is therefore
recorded and tallied. From these counts we build
a probability distribution. This part of the system
finds its inspiration from Segaran and Hammer-
bacher (2009). This model defines our alphabet,
which includes all the graphemes for German and
all spurious symbols generated by the OCR pro-
cess.8 All edit-operations recorded constitute the
constrained model. The unconstrained model also
includes all edit-operations unseen during train-
ing, which are assigned a low residual probability.

4.2 Candidate generation
Candidate generation is achieved by finding the
closest entries in the dictionary by applying the
minimum number of edit-operations to an unrec-
ognized OCR-ed token. The number of candi-
dates is a function of the maximum number of
edit-operations allowed and the model used (con-
strained or not) and may often be by the hundreds,
and the sheer number of possibilities makes find-
ing the closest entry more difficults. For example,
if presented with the token wundestc and asked to
generate all candidates within two edit-operations
and using the constrained model, the system gen-
erates eight candidates, among which: wundesten
‘sorest’, by replacing a ‘c’ with an ‘e’ and then in-
serting an ‘n’ after the ‘e’. When asked to use the
unconstrained model, the number of candidates
raises to fifteen.

4.3 Selection of the most suitable candidate
We consider the following four features to select
the best possible candidate:

• The probability of all edit-operations multi-
plied together. The more number of opera-

8Alphabet: üÜöÖäÄß»«èà„ì^()-/016 and [a-z][A-Z]

tions involved, the lower the probability. In
the example we presented in section 4.2, the
edit cost to go from wundestc to wundesten
would be the probability of replacing ‘c’ for
‘e’ multiplied by the probability of inserting
an ‘n’ after an ‘e’.

• The probability of the candidate drawn from
the reference corpus (the relative frequency).
This would be the frequency of wundesten
(24) divided by the size of the reference cor-
pus (745M).

• The two probabilities of co-occurrence of the
candidate with the immediate left (and also
right) neighbour of the token to correct. Prob-
abilities are drawn from the frequency list of
bigrams in the reference corpus and process-
ing is carried out left-to-right.

Each candidate is then given a score by simply
adding together the values for each of the four fea-
tures above. In order for each of the features to
contribute fairly to the overall score, we normal-
ized the three distributions (edit, unigram and bi-
gram) so that their mean is the same. We also
stretched each distribution so that least probable
values for a feature tend to zero and most probable
to one. The scoring formula for candidate ‘c’ is:

(1)

∏
i

prob(edit_opi) + prob(c)

+ prob(left_word+ c)

+ prob(c+ right_word)

5 Experiments

In the following experiments we first used a small
list of OCR errors to test our model and then we
applied the system on the two remaining pages
from the ten OCR-ed pages.

5.1 Artificially generated errors

In order to have a comparable set of conditions
to evaluate how the system performs, we gener-
ated a list of 2,363 errors somewhat artificially. To
achieve this we extracted random trigrams from
the GS (left context, target, right context) and ap-
plied, in reverse, the edit error model. Errors were
introduced up to a limit of two per target and con-
texts. At the end of this process, we have two
context words and five candidates, including the
target. Table 1 shows the results. When given
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Five
cand.

On the fly, open list of candidates
Constr. model Unconstr. model

E1 E2 E3 E1 E2 E3
93% 86% 61% 40% 83% 28% 9%

Table 1: Error reduction rate on 2,363 artificially
created errors

five candidates, the system picked the target 93%
of the time. The En labels indicate the maxi-
mum edit-operations performed9 to generate can-
didates. When candidates are generated ‘on-the-
fly’ in variable quantity, we can see a drop in er-
ror reduction which was best when we limited the
number of candidates (small value for n) and used
the constrained model of edit errors. This is hardly
surprising, given how the errors were generated in
the first place.

5.2 Real errors
We now turn our attention to real errors, those
coming from the two remaining pages of our OCR
corpus. Table 2 shows the result. The set of 233

Constrained model Unconstrained model
E1 E2 E3 E1 E2 E3

16% 18% 15% 20% 16% 9%

Table 2: Error reduction rate on 233 real errors

errors is the result from aligning the two OCR-ed
texts with their corresponding GS. We kept only
tokens for which we had a clear alignment (see
footnote 3 on page 2) and a target which was part
of the dictionary. Accuracies dropped drastically
for all types of configuration, due to a high pro-
portion of tokens heavily modified by the OCR
process (edit distance above 2). Finally, we ap-
plied our system to the whole of the two test pages.
Evaluating the performance was made difficult be-
cause the OCR process may have deleted tokens
and fragmented some. Table 3 shows counts of
how many tokens have been preserved from the
GS to the OCR-ed files as well as to the files cor-
rected by the system (AC). To obtain counts, we
compared files line by line as bag of words. There-
fore, word order was not taken into account, but
the line based comparison mitigated this effect for
the text as a whole. Not surprisingly, accuracies
were on average 10% lower than those from table

9One caveat: n is increased by 1 when the candidate’s
length is above four. The longer the word we are trying to
correct, the more edit-operations necessary.

Constr. model Unc. model
E1 E2 E1 E2

|GS| 2153 2153 2153 2153
|OCR| 2322 2322 2322 2322

|GS ∩ OCR| 1185 1185 1185 1185
|GS ∩ AC| 1268 1263 1279 1234

Improvement 7% 7% 8% 4%

Table 3: Error reduction rate. | | = size of

2, which can be explained by the fact that not all
targets from the test set can be found in the dictio-
nary.

Two final remarks about the evaluation pre-
sented. That a token is part of the dictionary does
not mean that it is correct. In fact, wrong substi-
tutions constitute a very hard problem with OCR-
ed texts and a source of contamination difficult to
trace and fix. There is also the problem of mis-
leading tokenization by missing or falsely insert-
ing space characters, producing disrupted and con-
tinued tokens which cannot be corrected by com-
paring words one by one. Work such as Furrer
(2013) is an attempt to improve post-correction of
OCR-ed texts by using the internal structure of to-
kens to produce a tokenization scheme less sensi-
tive to segmentation errors produced by the recog-
nition system.

6 Conclusion

The approach we presented to correct OCR er-
rors considered four features of two types: edit-
distance and n-grams frequencies. Results show
that a simple scoring system can correct OCR-ed
texts with very high accuracy under idealized con-
ditions: no more than two edit operations and a
perfect dictionary. Obviously, these conditions do
not always hold in practice, thus an observed er-
ror reduction rate drops to 10%. Nevertheless, we
can expect to improve our dictionary coverage so
that very noisy OCR-ed texts (i.e. 48% error with
distance of at least three to target) can be corrected
with accuracies up to 20%. OCR-ed texts with less
challenging error patterns can be corrected with
accuracies up to 61% (distance 2) and 86% (dis-
tance 1).
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