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Abstract

English. This paper presents the ongo-
ing project for the conversion and publi-
cation of the Italian lexicon Parole Simple
Clips in linked open data, illustrating the
chosen model, with a particular focus on
the translation of the syntactic and seman-
tic information pertaining verbs and their
predicates.

Italiano. Questo paper presenta il pro-
getto in corso per la conversione e pub-
blicazione del lessico italiano Parole Sim-
ple Clips nel formato linked open data, de-
scrivendo il modello adottato con partico-
lare riferimento alla traduzione delle in-
formazioni sintattico semantiche dei verbi
e dei loro predicati.

1 Introduction

The aim of the present paper is to describe the
ongoing conversion of the semantic layer of the
Parole Simple Clips (PSC) lexical resource into
linked open data. We have previously presented
the conversion of the nouns in PSC in (Del Gratta
et al., 2013). In this paper we will continue this
work by presenting the model we intend to use for
converting the verbs.

In the next section we shall give a general back-
ground on the linguistic linked open data (LLOD)
cloud and discuss the importance of putting lex-
ical resources on the cloud. We also discuss the
lemon model which we have chosen as the basis
of the conversion of the PSC resource. In the fol-
lowing section we discuss PSC itself and give a
brief overview of its structure.

Finally in the last section we will outline how
we intend to proceed with the conversion of the
PSC verbs, illustrating the proposed schema with
an example.

2 Linguistic Linked Open Data

The term linked open data refers to the practice
of publishing data online in a standardised format
that makes the interlinking of distributed datasets
more straightforward and so much more common-
place. Furthermore the modifier “open” in this
context refers to the idea that the datasets in ques-
tion should be free to be downloaded and used by
the public.

Over the last few years data about the grow-
ing number of datasets published as linked open
data, the so called linked open data cloud, has been
presented in the form of a diagram in which each
dataset is represented by a node and the links be-
tween each dataset by edges between the corre-
sponding nodes.

The publishing of data as linked open data is
based on principles first elucidated by Tim Bern-
ers Lee (Berners-Lee, 2006). These principles rec-
ommend the use of the resource description frame-
work (RDF), a language that models data in terms
of triples of resources. Each of the resources in
a triple is named using a unique resource identi-
fier (URI). An RDF triple can be regarded as rep-
resenting data in the form of a subject-predicate-
object statement.

The many advantages and benefits of the emerg-
ing linked open data paradigm are obvious from
a scientific standpoint. By putting different re-
sources on the linked open data cloud it becomes
far easier to link them together with each other
in ways which render single resources much more
useful than before, it also makes them more acces-
sible and usable, facilitaing their reuse in an open
ended variety of contexts (as is the case with the
linked data version of Wikipedia). Indeed, this
fact has not been lost on the language resources
community, and the specific part of the linked
open data cloud diagram dealing with language
resources and datasets now includes a wide array

224

10.12871/CLICIT2014143



of linguistic resources including translations of the
current version of the Princeton wordnet and Ital-
Wordnet into RDF (Assem et al., 2006; Gangemi
et al., 2003), (Bartolini et al., 2013), as well as a
number of important vocabularies for language re-
sources.

The lemon model (McCrae et al., 2011) is cur-
rently one of the most popular rdf based models
for enabling the publishing of lexical resources as
linked open data on the web. Its original focus
was on the addition of linguistic information to on-
tologies, but it has by now been used to translate
numerous different kinds of lexical resources into
RDF, including many different wordnets.

Because the intial focus was on enriching al-
ready existing ontologies with lingustic informa-
tion, the lemon model makes a clear distinction
between a lexicon and an ontology. The pairing of
a lexicon and an ontology as a combined lexico-
semantic resouce takes place via the interlinking
of a RDF based lexicon with an RDF based on-
tology. This is done using so called sense objects
which are pointed to by lexical entries and which
then in turn point to the vocabulary items in an on-
tology.

3 Parole Simple Clips and the
Generative Lexicon

Parole Simple Clips (PSC) is a large, multilayered
Italian language lexicon, the result of work car-
ried out within the framework of three successive
European/national projects. The first two of these
were the European projects PAROLE (Ruimy et
al., 1998) and SIMPLE (Lenci et al., 2000a) which
produced wide coverage lexicons for a number of
different European languages, including Italian,
and all of which were designed to a common set
of guidelines. These lexicons are arranged into
phonetic, morphological, syntactic and semantic
layers (the semantic layers were actually added
during the SIMPLE project, the other layers dur-
ing the earlier PAROLE project). The last of the
projects instrumental in the creation of PSC was
CLIPS, an Italian national project, which had the
aim of expanding upon the Italian Parole-Simple
lexicon. In this paper we focus on the translation
of the syntactic and semantic layers of PSC into
RDF using the lemon model.

The construction of the semantic layer of PSC
was heavily influenced by Generative Lexicon
(GL) theory (Pustejovsky, 1991; Bel et al., 2000).

GL theory posits a complex multi part structure
for individual word senses, making provision for
the encoding of information related to different,
salient, dimensions of a lexical entry’s meaning1.

In GL a lexical entry contains information on
the position of the lexical entry in a language wide
type system its so called lexical type structure;
a predicative argument structure; information on
the event type of the entry, the event structure; as
well as a data structure known as a qualia struc-
ture. This qualia structure presents four distinct,
orthogonal aspects of a word’s meaning in terms
of which polysemy as well as the creative and the
novel uses of words based on established mean-
ings can be straightforwardly explained.

These four aspects or qualia roles contained in
each lexical entry’s qualia structure, can be de-
fined as follows. The formal quale: this corre-
sponds to the ontological isA relation; the consti-
tutive quale: this encodes meronymic or partOf
relationships between an entity and the entities of
which it is composed; the telic quale: this en-
codes the purpose for which an entity is used; the
agentive quale: this encodes the factors that were
involved in an entity’s coming into being.

3.1 The Structure of the Semantic Layer of
PSC

The semantic layer of PSC builds upon this the-
oretical foundation by introducing the notion of
an Extended Qualia Structure (Lenci et al., 2000a)
according to which each of the four qualia roles
are further elaborated by being broken down into
more specific relations. This means that for exam-
ple the constitutive relation is further elaborated
by relations specifying whether a constitutive re-
lation holds between two elements on the basis
of location, group membership, etc; telic relations
are specified in terms of purpose, classified with
respect to direct and indirect telicity, etc.

In PSC this Extended Qualia Structure is rep-
resented as a relation that holds between se-
mantic units or USems in the terminology of
PSC. In addition to the extended qualia rela-
tions there are also a number of so called lex-
ical relations organised into the following five
clases SYNONYMY, POLYSEMY, ANTONYMY,

1This information is used to construct larger units of
meaning through a compositional process in which, to use
the slogan common in GL theory literature, the semantic load
is more equally spread over all of the consituents of an utter-
ance, rather than being largely focused on the verbs.
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DERIVATION, METAPHOR.
PSC makes use of a language independent,

‘upper’ ontology that is also common to the
PAROLE-SIMPLE lexicons for other European
languages; this has been converted into an OWL
ontology (Toral and Monachini, 2007) which we
make use of in our translation. This ontology con-
tains 153 so called semantic types which provide
a higher level structuring of the circa 60k Italian
language specific USems contained in PSC. In or-
der to illustrate the levels of information available
in PSC, we use the example of the verb “dare”, to
give.

The verbal lexical entry dare maps onto 3 dif-
ferent semantic units (USem): (i) USem7149dare
as in “to give something to someone”; (ii)
USem79492dare as in “to give the medicine to the
patient” (make ingest); (iii) USem79493dare as in
“the window faces the square”.

In PSC, the first two USems map onto the same
syntactic frame with 3 positions, representing sub-
ject, object and indirect object, all of which are
noun phrases and the latter of which is introduced
by the preposition “a”. We also know that this
frame selects the auxiliary “avere”. The other
USem uses a bivalent frame instead.

In the semantic layer, a mapping is defined be-
tween each USem and a predicate. This mapping
is not one-to-one, as in some cases two senses may
map onto one predicate2.

The predicates are then linked to their argument
structures, so for instance the predicate structure
of USem7149dare has three arguments, the first
has the role of Agent and selects ontological type
Human, the second has the role of Patient and
selects the ontological type Concrete entity, the
third has role Beneficiary and selects the ontolog-
ical type Human. A linking is also available be-
tween the semantic and the syntactic structure; in
this case the predicative structure and the syntactic
frame of USem7149dare are linked by an isomor-
phic trivalent relation, which means that Position1
maps onto Argument1, Position2 maps onto Argu-
ment2, and Position3 maps onto Argument3.

Finally, each of the USems of dare linked
to other USems in the lexicon by means of
the complex network of relations of the Ex-

2This is especially the case for reflexive verbs such as
incolonnarsi (“to line up”) vs their transitive counterparts
(“to line something/one up”), that are represented as differ-
ent senses and different syntactic frames, but have the same
underlying argument structure.

tended Qualia Structure, and is also linked to
the Interlingual upper level SIMPLE ontology.
So for instance USem7149dare has ontologi-
cal type Change of Possession and is linked to
USem3939cambiare (“to change”) on the formal
axis and to USemD6219privo (“deprived of”) on
the constitutive axis, the USem USemD6219privo
being the resulting state of the USem7149dare.
Lexical relations such as polysemy or derivation
are also possible for verbs.

4 Converting PSC into linked Data with
lemon

A detailed account of the challenges brought about
by the translation of the PSC resource into RDF is
presented in (Del Gratta et al., 2013). Here we
will summarize that work and thus lay the ground
for further discussion on the translation of the PSC
verbs in the next section.

The main challenge that arose during the con-
version of the PSC nouns related to how best to un-
derstand the status of the Usems, namely whether
these were better viewed as lemon senses which
could then in turn be understood as reified pair-
ings of lexical entries with ontological vocabulary
items; or whether PSC USems should instead be
seen as elements in an ontological layer.

As mentioned above USems take part in lex-
ical relations such as synonymy, polysemy and
antonymy which in standard works are treated as
relations between lexical senses3. On the other
hand PSC USems also take part in (Extended
Qualia Structure) relations that are arguably bet-
ter classed as ontological relations holding be-
tween the referents of words rather than between
their senses, e.g., produces, produced-by, used-for,
is a follower of, is the habit of: at the very least
it seems odd to say that the relation of synonymy
and a relation specifying whether relations of one
class “produce” members of another hold between
the same kind of element.

In the end the considerations given above along
with the fact that the lemon model makes such
a clear distinction between lexicon and ontology
led to the decision to duplicate the USems: once
as lemon lexical senses, with lexical relations like
synonymy holding between them, and in the sec-
ond instance as ontological entities. These are
then to be seen as an lower level of the already

3Although the aforementioned lexical relations can them-
selves bedefined differently in different sources.
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existing SIMPLE OWL ontology.

4.1 The Verbs
The modelling of the PSC verbs in linked open
data involves a number of challenges over and
above those that arose during the modelling of the
nouns. In particular it is important to represent
information about both the syntactic frames and
semantic predicates associated with verb senses4.
In addition it is also desirable to have some kind
of mapping between these two kinds of represen-
tation, so that the syntactic arguments of a verb
frame can be mapped to the semantic arguments
of the verb’s semantic predicative representation.

One of the considerations that we have been
most keenly aware of throughout the process of
developing a model for the PSC verbs is that we
are attempting to convert a legacy resource with a
relatively long history and a well documented de-
sign that was developed through the collaboratio
of a number of experts in the field.

We have therefore tried to remain as faithful
as possible to the original intentions of the de-
signers of PSC, while at the same time exploiting
the advantages and opportunities offered up by the
linked data model.

We present our proposal for verbs below. Once
more we are working with the Italian verb dare.

:dare_1 a lemon:sense ;
lemon:reference :USem7149dare ;
psc:synBehavior frames:t-ind-xa ;

lmf:hasSemanticPredicate :PREDdare#1 ;
psc:hasSynSemMapping

ssm:Isotrivalent .

:PREDdare#1 a lmf:SemanticPredicate ;
lmf:hasArgument ARG0dare#1 ;
lmf:hasArgument ARG1dare#1 ;
lmf:hasArgument ARG2dare#1 .

:ARG0dare#1 a lmf:Argument ;
a simple:ArgHuman .

:ARG1dare#1 a lmf:Argument ;
a simple:Concrete_Entity .

:ARG2dare#1 a lmf:Argument ;
a simple:ArgHuman .

:ARG2dare#1 lemon:marker :a .

The lexical entries point to their reified sense
objects. In the example these are named dare 1,
dare 2, whereas the USem ID is used to name the

4It is also true that PSC nouns have predicative structure
but this was ignored during the intial translation of PSC into
linked data.

ontological counterpart of the original PSC USem,
the reference object5.

We use the psc prefix to refer to the name space
main file containing the definitions of concepts
and properties in the example.

Each lexical sense points to a lemon:frame by
means of the psc:synBehavior property6. These
frames are stored in a separate file, each frame
in this file is an abstraction over many syntactic
frames. So in the example the verb sense dare 1
is mapped to a frame t-ind-xa. This represents a
transitive frame for a verb with both a direct and
indirect object and which takes avere as an auxil-
liary verb.

The sense is also linked to a predicate object,
which provides descriptions of the argument struc-
ture. We use the lmf property hasSemanticPredi-
cate to link to an lmf SemanticPredicate PRED-
dare#1. The type selected by each argument of the
predicatepoints back to the SIMPLE Ontology.

Finally the sense dare 1 is linked to
ssm:Isotrivalent an object representing the
mapping between the syntactic frame and the
semantic predicate via the hasSynSemMapping
property. We have created a file ssm that contains
a number of these mappings as represented in
the PSC specifications. The particular mapping
object in question, Isotrivalent, represents the
isomorphic trivalent relation mentioned above.
Details on the best way of representing these
mappings using OWL will be provided in the final
paper.

5 Conclusion

In this paper we have presented our model for rep-
resenting the PSC verbs using the lemon model.
As we have stated above this is currently work in
progress. In the final paper the link to the public
dataset will be provided.
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