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Abstract

English. A novel chatbot architecture for
the Italian language is presented that is
aimed at implementing cognitive under-
standing of the query by locating its cor-
respondent subgraph in the agent’s KB by
means of a graph matching strategy pur-
posely devised. The FCG engine is used
for producing replies starting from the se-
mantic poles extracted from the candidate
answers’ subgraphs. The system imple-
ments a suitable disambiguation strategy
for selecting the correct answer by analyz-
ing the commonsense knowledge related
to the adverbs in the query that is embed-
ded in the lexical constructions of the ad-
verbs themselves as a proper set of fea-
tures. The whole system is presented, and
a complete example is reported throughout
the paper.

Italiano. Si presenta una nuova ar-
chitettura di chatbot per l’italiano che
implementa una forma di comprensione
di natura cognitiva della query individ-
uando il corrispondente stottografo nella
base di conoscenza dell’agente con tec-
niche di graph matching definite apposi-
tamente. Il sistema FCG usato per la
produzione a partire dai poli semantici es-
tratti da tutti i sottografi coandidati alla
risposta. Il sistrema effettua una disam-
bigazione a partire dalla conoscenza di
senso comun sugli avverbi che codificata
come un apposito insieme di caratteris-
tiche all’interno delle relative costruzioni
lessicali. Si presenta l’intera architettura
e viene svolto un intero esempio di fun-
zionamento.

1 Introduction
In recent years the Question-Answering systems
(QAs) have been improved by the integration with
Natural Language Processing (NLP) techniques,
which make them able to interact with humans in
a dynamic way: the production of answers is more
sophisticated than the classical chatterbots, where
some sentence templates are pre-loaded and linked
to the specific questions.
In this paper we propose a new methodology that
integrates the chatterbot technology with the Cog-
nitive Linguistics (CL) (Langacker, 1987) princi-
ples, with the aim of developing a QA system that
is able to harvest a linguistic knowledge from its
inner KB, and use it for composing answers dy-
namically. Grammatical templates and structures
tailored to the Italian language that are construc-
tions of the Construction Grammar (CxG) (Gold-
berg, 1995) and a linguistic Italian source of verbs
have been developed purposely, and used for the
NL production. The result of the methodology im-
plementation is I-ChatbIT, an Italian chatbot that
is intelligent not only for the dynamic nature of
the answers, but in the sense of cognitive under-
standing and production of NL sentences. Cog-
nitive understanding of the NL query is achieved
by placing it in the system’s KB, which represents
the conceptualization of the world as it has been
perceived by the agent. The outcome of such a
process is the generation of what we call the mean-
ing activation subgraph in the KB. Browsing this
subgraph, the system elaborates and detects the
content of the answer, that is next grammatically
composed through the linguistic base. The FCG
engine is then used as the key component for pro-
ducing the answer. Summarily, the work reports
the modeling of the two tasks outlined above.
The paper is arranged as follow: in the next section
the most popular chatbots are shown, devoting par-
ticular attention to the Italian ones. Section 3 de-
scribes the implemented methodology explaining
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in detail a practical example. Finally, conclusions
and future works are discussed in section 4.

2 The Italian Chatbots

There are no many Italian chatbots in literature.
We refer to the most recent and widespread ones.
QUASAR (Soriano et al., 2005) uses simple pat-
tern matching rules for the answer extraction and
it splits the Italian among the provided language.
Eloisa and Romana (available at http://www.
eloisa.it/) are the most recent Italian chat-
bots, the former speaking on generic arguments
(as sports, politics and so on), the latter specifi-
cally for history and folklore of Rome city. Both
have a basic form of intelligence because they
learn new contents during the conversation, even if
no learning algorithms have been made mentioned
by the authors. Among cognitive QA systems, the
best known cognitive technology is Watson (Fer-
rucci, 2012) from IBM, which was specifically de-
veloped for answering questions at the Jeopardy
quiz show. The core is the UIMA (Ferrucci and
Lally, 2004) framework on which the whole sys-
tem is implemented. However, this system does
not provide Italian language by now. Finally there
are many virtual assistants developed for the Ital-
ian, but neither of them uses cognitive approaches.
The base technology is using controlled NL and
pattern matching; however these systems act on
specific and restricted tasks as the services pro-
vided by telephonic companies, booking flights
and so on.

3 Building I-ChatbIT

Figure 1 shows the I-ChatbIT architecture; the
main modules are the Meaning Activator and the
Answer Composer, which are connected to the
Knowledge Base (KB) and to the linguistic base
(composed by our Italian Verbs Source (IVS) and
MultiWordnet (Pianta et al., 2002) (MWn)). The
whole system is managed by the Controller, which
acts as the user interface too. The KB contains the
inner domain representation owned by the system.
We used OWL ontologies for such a component.
The KB can be replaced so the system is domain
independent. MWn and the IVS form the linguis-
tic base of the system. We are currently expanding
the IVS to cover the other parts of speech, and it
will become the only Italian dictionary of the sys-
tem. In this phase MWn is used for retrieving parts
of speech other than verbs. The Meaning Activa-

Figure 1: I-ChatbIT Architecture.

tor (MA) implements the meaning-activation pro-
cess through a graph similarity search between the
query-graph (a graph representation of the query)
and the conceptual-graph (a graph representation
of the KB): the result of search is a set of sub-
graphs that correspond to placing the query in the
KB. Browsing such subgraphs some facts are de-
tected, and they are the candidates for composing
the answer. All the candidate facts are inputted to
the Answer Composer (AC) that generates gram-
matical constructions, and filters them according
to the linguistic information that is needed for con-
text disambiguation. Filtered constructions are fi-
nally plunged and produced by the Fluid Con-
struction Grammar (FCG) engine (Steels and de
Beule, 2006). If the answer is not exhaustive for
the user, the Controller involves the Semantic An-
notator described in (Pipitone and Pirrone, 2012)
that retrieves external contents; such contents are
re-elaborated as facts by the AC and the process
is iterated. Each component is next carefully de-
scribed.
3.1 The Meaning Activator

The strategy adopted for implementing cogni-
tive understanding in the MA relies on applying
the Graph Edit Distance (GED) method (Zeng et
al., 2009) between the query-graph Q and the
conceptual-graph C, so that their GED is no larger
than a distance threshold τ . In particular, the
query-graph is the triple Q = (Nq, Eq, Lq) where the
nodes set Nq contains the macro-syntactic roles
of the NL query, parsed by the Freeling parser
(Padr and Stanilovsky, 2012). These nodes are
sequentially connected reflecting their position in
the query. The labels set Lq are labels nodes, and
correspond to the tokens of the query outputted
by the parser. For example, the query-graph for
the question ”Dov’è nato il famoso Giotto?” is
shown in figure 2. The conceptual-graph is the
4-tuple C = (Nc, Ec, Lc, σ) where the nodes set
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Nc = Cn ∪ Rn is the union set of the set Cn con-
taining the concepts in the KB, and the set Rn that
contains relations. An edge in Ec connects only
a concept-node to a relation-node if the concept
is either the domain or the range for the relation
itself. The edge is labeled with a progressive num-
ber for tracing the entities involved in the relation.
σ is a label function σ : Nc → Lc that associates
to each node nc ∈ Nc a list of strings lc ∈ Lc that
are obtained by querying the linguistic sources on-
the-fly, as it is next described. An example of con-
ceptual graph is shown in figure 2. For GED com-
putation, we refer to the two following parameters:

• a similarity measure between nodes, that is
the Jaro–Winkler distance (Winkler, 1990)
between the labels associated to them as de-
scribed in 3.2.1;

• a graph edit distance ged between subgraphs,
that represents the number of primitive graph
edit operations to make them isomorphic.
There are six primitive edit operations (Zeng
et al., 2009): node insertion and deletion,
node label substitution, edge insertion and
deletion, and edge label substitution. For our
purposes, the above constraints for connect-
ing nodes make label substitution useless, so
we refer only to the remaining four opera-
tions.

Given Q, C and a distance threshold τ , the prob-
lem is to find a set of subgraphs I = {Ii} with
Ii = (Ni, Ei, Li) ⊂ C so that Ii and Q are iso-
morphic for a number of primitive edit operations
ged <= τ . Mact ≡

⋃
i Ii corresponds to the

meaning activation area of the query. Considering
that Q is a linear sequence of nodes and edges, an
isomorphism in C will be a sequence too. Thresh-
old τ is necessary for avoiding that the query is
sparse in the KB. The τ value has been fixed ar-
bitrarily to 10. The strategy computes the isomor-
phisms applying the k-AT algorithm (Wang et al.,
2012), which defines a q-gram as a tree consisting
of a vertex v and the paths starting at v with length
no longer than q. In our case, the vertexes are
nodes from Mact, the k-AT has been customized
for using only four edit operations as explained be-
fore.
Once the isomorphisms are detected, MA probes
the KB for retrieving connected facts, for exam-
ple it adds nodes that are either the domain or
the range of some relation node if they are not

yet included in the subgraphs, or retrieves adjacent
triples to the nodes involved in the isomorphisms.
In our example there are two isomorphisms I1 =
{Giotto − datanascita} and I2 = {Giotto −
luogonascita}, and ged is equal to 5 for both of
them. They are candidates as possible answers.
The AC will provide the correct disambiguation
between them. If no disambiguation is possible,
the answer is composed by the conjunction of
them and results in an expanded sentence.

Figure 2: An example of Q and C, joint through the Jaro–
Winkler distance, and the computation of the related isomor-
phisms.

3.2 The Answer Composer

Once the Mact subgraphs set is detected by MA,
the correct NL sentence has to be composed. For
this purpose, we use the FCG engine where sys-
tem puts the linguistic information about the do-
main according to the FCG formalism, that is the
CxG. Lexical and grammatical descriptions of the
domain terms must be represented as Construc-
tions, that are form-meaning couples. Form pole
contains the syntactic features of terms, while the
semantic one contains meaning. Lexical construc-
tions are related to a single word, and conjunctions
of them generate grammatical constructions. FCG
uses the same set of constructions for both pars-
ing and production, by iterating merging and uni-
fication processes on the involved poles (syntatic
poles in parsing, semantic ones in production). In
this phase, the FCG engine of the system contains
lexical constructions for the Italian adverbs and ar-
ticles, that were manually created. For adverbs,
the features embed some commonsense knowl-
edge about them: for example, the lexical con-
struction for the adverb “dove” stores some fea-
tures like “luogo”, “posto”, “destra”, “sinistra”
and so on. Query parsing allows obtaining the se-
mantic poles related to the query, so the probing
strategy performed by MA is necessary for retriev-
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ing others facts from KB and composing the Mact

related to the answer. For this reason we use FCG
only in production: once the Mact is fed to the
FCG engine, it unifies the related semantic poles
to the correspondent lexical and grammatical con-
structions, and produces the answer. The opposite
way is not possible because we would need to map
all possible subgraphs in the KB as facts in the
FCG, with a consequent combinatorial explosion.

3.2.1 Filling FCG through linguistic sources
Lexical and grammatical constructions about the
domain form the linguistic base of the system and
are generated by querying the KB and the linguis-
tic sources (IVS and MWn). In particular, the
KB concepts and relations labels are retrieved, and
tokenized according to the algorithm described
in (Pipitone et al., 2013), that models the cogni-
tive task of reading. As a consequence I-ChatbIT
learns the KB content. The system queries either
IVS or MWn according to the stem of the label.
In case of a verb stem verb, IVS provides all the
related information, which includes the related ar-
gument structures (Goldberg et al., 2004) and syn-
onyms, as it shown in next section. In the all other
cases, the system refers to MWn, and it retrieves
synonyms, hypernyms, hyponyms for each label
along with the verbal information of the verb in-
cluded in the definition. The lexical and grammat-
ical constructions of all these terms are generated
as described by some of the authors in (Pipitone
and Pirrone, 2012) where terms that refer to the
same nodes are considered synonymic construc-
tions.
3.2.2 Answer production and disambiguation
FCG contains constructions tailored on the KB.
When KB subgraphs are put to the AC, it builds
the correspondent meaning poles, and the related
constructions fire; all of them are candidates for
being used in production. At this point AC ap-
plies the disambiguation process. Adverb tokens
in the query are parsed by the FCG engine, and
their corresponding lexical constructions fire. Dis-
ambiguation chooses the subgraph that has a link
to the adverbial features stored in the construc-
tion. In our example, the candidates facts from
MA are the subgraphs {Giotto - data nascita - 1267 -

is a Data} and {Giotto - luogo nascita - Luogo}; the lex-
ical construction of the adverb ”dove” allows se-
lecting the second subgraph. If the query were
“Quando è nato il famoso Giotto?” the first sub-
graph would be selected using the commonsense

knowledge stored in the related lexical construc-
tion (“ora”, “tempo”,“data”, and so on).

3.3 The Italian Verbs Source
The IVS contains approximately five thousands
verbs, classified into distinct groups. They rep-
resent the most common verbs usually used in a
common conversation in Italian. All inflexions of
each verb have been stored and annotated. The
storage adopts a compressed description of verbs.
Each inflextion is derived by combining the root
of the verb with the corresponding suffix. Suit-
able rules choose the proper inflexion on the ba-
sis of tense, person, number and gender are used
to choose the proper inflexion. Verbs have been
grouped on the basis of their suffix class, accord-
ing to the base rules of Italian grammar. A finer
grouping has been made according to the origin
of the verb. This choice allows a more compact
description of the verbs’ conjiugations. Irregular
verbs have been treated using ad hoc rules for pro-
ducing their inflections.
Each tense is described by a construction, contain-
ing tense, person, number, and gender as its fea-
tures. Each compound form is described by a sin-
gle construction, and not as combination of other
constructions. All possible active, passive, and re-
flexive forms have been stored. All verbs have
been classified as transitive, intransitive and semi-
transitive. This information is stored into each
verb construction too. Finally, each verb is joined
to a list of possible synonymies and analogies.

4 Conclusions and future works

A novel chatbot architecture for the Italian lan-
guage has been presented that is aimed at imple-
menting cognitive understanding of the query by
locating its correspondent subgraph in the agent’s
KB by means of a GED strategy based on the k-
AT algorithm, and the Jaro–Winkler distance. The
FCG engine is used for producing replies starting
from the semantic poles extracted from the can-
didate answers’ subgraphs. The system imple-
ments a suitable disambiguation strategy for se-
lecting the correct answer by analyzing the com-
monsense knowledge related to the adverbs in the
query that is embedded in the lexical constructions
of the adverbs themselves as a proper set of fea-
tures. Future works are aimed at completing the
IVS, and using explicit commonsense knowledge
inside the KB for fine disambiguation. Finally, the
graph matching strategy will be further tuned.
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