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Abstract
English. Assuming the increased need of
language resources encoded with shared
representation formats, the paper de-
scribes a project for the conversion of
the multilingual parallel treebank ParTUT
in the de facto standard of the Stanford
Dependencies (SD) representation. More
specifically, it reports the conversion pro-
cess, currently implemented as a proto-
type, into the Universal SD format, more
oriented to a cross-linguistic perspective
and, therefore, more suitable for the pur-
pose of our resource.

Italiano. Considerando la crescente ne-
cessità di risorse linguistiche codificate in
formati ampiamente condivisi, l’articolo
presenta un progetto per la conversione di
una risorsa multilingue annotata a livello
sintattico nel formato, considerato uno
standard de facto, delle Stanford Depen-
dencies (SD). Più precisamente l’articolo
descrive il processo di conversione, di
cui è attualmente sviluppato un prototipo,
nelle Universal Stanford Dependencies,
una versione delle SD maggiormente ori-
entata a una prospettiva inter-linguistica
e, per questo, particolarmente adatta agli
scopi della nostra risorsa.

1 Introduction

The increasing need to use language resources for
the development and training of automatic systems
goes hand in hand with the opportunity to make
such resources available and accessible. This op-
portunity, however, is often precluded by the use
of different formats for encoding linguistic con-
tent. Such differences may be dictated by sev-
eral factors that, in the specific case of syntacti-
cally annotated corpora, or treebanks, may include

the choice of constituency vs dependency-based
paradigm, the specific morphological and syntac-
tical features of the language at issue, or the end
use the resource has been designed for. This vari-
ety of formats makes it more difficult the reuse of
these resources in different contexts.

In the case of parsing, and of treebanks, a few
steps towards the spread of formats that could
be easily shared by the community has led, also
thanks to the efforts devoted to the organization
of evaluation campaigns, to the use of what have
then become de facto standards. This is the case,
for example, of the Penn Treebank format for con-
stituency paradigms (Mitchell et al., 1993).
Within the framework of dependency-based rep-
resentations, a new format has recently gained in-
creasing success, i.e. that of the Stanford Typed
Dependencies. The emergence of this format is
attested by several projects on the conversion and
harmonization of treebanks into this representa-
tion format (Bosco et al., 2013; Haverinen et al.,
2013; McDonald et al., 2013; Tsarfaty, 2013; Rosa
et al., 2014).

The project described in this paper is part of
these ones and concerns in particular the conver-
sion into the Stanford Dependencies of a multi-
lingual parallel treebank for Italian, English and
French called ParTUT. The next section will pro-
vide a brief description of ParTUT and its native
format, along with that of the Universal Stanford
Dependencies, while Section 3 will be devoted
to the description of the conversion process, with
some observations on its implications in the future
development of ParTUT.

2 Data set

In this section, we provide an overview of ParTUT
and of the two annotation formats at issue, focus-
ing on their design principles and peculiarities.
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2.1 The ParTUT parallel treebank

ParTUT1 is a parallel treebank for Italian, En-
glish and French, designed as a multilingual devel-
opment of the Italian Turin University Treebank
(TUT)2 (Bosco, 2001), which is also the reference
treebank for the past parsing tracks of Evalita, the
evaluation campaign for Italian NLP tools3.

The whole treebank currently comprises an
overall amount of 148,000 tokens, with approxi-
mately 2,200 sentences in the Italian and English
sections, and 1,050 sentences for French4.
ParTUT has been developed by applying the same
strategy, i.e. automatic annotation followed by
manual correction, and tool exploited in the Ital-
ian TUT project, i.e. the Turin University Linguis-
tic Environment (TULE) (Lesmo, 2007; Lesmo,
2009), first developed for Italian and then ex-
tended for the other languages of ParTUT (Bosco
et al., 2012). Moreover, one of the main devel-
opments of the treebank is also the creation of a
system for the automatic alignment of parallel sen-
tences taking explicitly into account the syntactic
annotation that is included in these sentences (San-
guinetti and Bosco, 2012; Sanguinetti et al., 2013;
Sanguinetti et al., 2014).

2.2 The TUT representation format

The treebank is annotated in a dependency-based
formalism, partially inspired by the Word Gram-
mar (Hudson, 1990), in particular for what con-
cerns the head selection criteria for determiners
and prepositions (that are considered as governors
of the nominal and prepositional groups respec-
tively). Other typical features of TUT and ParTUT
trees are the use of null elements and the explicit
representation of the predicate-argument structure
not only for verbs but also for nouns and adjec-
tives.

For what concerns the dependency labels, they
were conceived as composed of two components5

according to the following pattern:

morphoSyntactic–functionalSyntactic.

1See http://www.di.unito.it/˜tutreeb/
partut.html

2http://www.di.unito.it/˜tutreeb
3http://www.evalita.it/
4The resource is under constant development, and the

French part of the newest texts recently added to the collec-
tion is yet to be analyzed and included.

5In the Italian TUT there is also a third one (omitted here
and in the current ParTUT annotation) concerning the seman-
tic role of the dependent with respect to its governor.

The main (and mandatory) feature is the second
one, specifying the syntactic function of the node
in relation to its governor, i.e. whether the node is
an argument (ARG), a modifier (MOD) or a more
specialized kind of argument (e.g. OBJ or SUBJ)
or modifier (e.g. RMOD for restrictive modifiers
and APPOSITION for the others) or something
else (e.g. COORD or SEPARATOR). This com-
ponent can be preceded by another one that spec-
ifies the morphological category a) of the govern-
ing item, in case of arguments (e.g. PREP-ARG
for the argument of a Preposition), b) of the depen-
dent, in case of modifiers (e.g. PREP-RMOD for a
prepositional restrictive modifier). In some cases,
the subcategory type of this additional component
is also included (after a ’+’ sign), as in DET+DEF-
ARG, which should be read as argument of a defi-
nite Determiner.

TUT aims at being as linguistically accurate as
possible, providing a large number of labels for
each of these two components, which can be eas-
ily combined together to express the specificity of
a large variety of syntactic relations. It thus results
in a high flexibility of the format that allowed its
application to languages different from the origi-
nal one (that is Italian).

2.3 The Stanford Typed Dependencies

The Stanford Dependencies (SD) representation
(de Marneffe et al., 2006; de Marneffe and Man-
ning, 2008; de Marneffe and Manning, 2008; de
Marneffe et al., 2013) was originally developed for
English syntax to provide a scheme that could be
easy to use in practical NLP tasks, like Informa-
tion Extraction. This led to the choice of a for-
mat that was theory-neutral as regards the specific
grammar, and of a set of widely recognized gram-
matical relations. Indeed, one of the key features
of SD representation, throughout the different ver-
sions proposed, is namely the trade-off between
linguistic fidelity and readability, which is proba-
bly the main factor that determined its usability,
and, finally, its success.

Recently, a new version of the SD scheme has
been proposed, i.e. the Universal Stanford Depen-
dencies (USD)6, a revised set of relations more
oriented to provide a uniform and consistent struc-
tural representation across languages of different
linguistic typologies (de Marneffe et al., 2014).

6http://universaldependencies.github.
io/docs/
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By virtue of this claim, more emphasis is put on
the lexicalist hypothesis, that ultimately favors the
relations between content words, with the aim of
properly dealing with compounding and rich mor-
phology. This affects, among the other things, the
treatment of prepositions, which – rather than me-
diate between the modified word and the modifier
– are now attached as dependents of the latter.
Furthermore, in order to allow the proper recog-
nition of language-specific phenomena, USD rep-
resentation also opens to possible extensions by
adding new grammatical relations as subtypes of
the existing ones. This flexibility in the labeling
scheme is a valuable feature that USD has in com-
mon with the TUT format.

In light of these observations, in this conver-
sion project we opted for the USD representation
scheme as the target format.

3 Converting ParTUT

In this section, we describe the current, prelimi-
nary, stage of this project. This phase mainly con-
sists in a qualitative comparison of the two formats
at hand, drafting a basic mapping scheme between
the two relation taxonomies and highlighting the
main factors that could impact – both positively
and negatively – the conversion process, currently
implemented as a prototype.

Mapping scheme As expected, we encountered
only 13 cases of 1:1 correspondences between
the items of the two relation sets, although, con-
versely, in relatively few cases (9) a counterpart
could not be found either in the source or the tar-
get format. The remaining ones entailed a mul-
tiple correspondence either 1:n or m:1. A small
selection of such cases, based on the 15 most com-
monly used relations in ParTUT, is proposed in Ta-
ble 1.

Preliminary observations The conversion from
TUT to USD seems to be especially feasible
because of the high flexibility of the involved
schemes and their openness to cross-linguistic ap-
plications. Furthermore, we can benefit from the
fact that we are moving from a source format with
a high level of detail to a target format that is more
underspecified7.

7TUT scheme comprises an overall amount of 11 mor-
phoSyntactic and 27 functionalSyntactic features (not to men-
tion their subtypes) that can be combined together, while
USD taxonomy includes 42 grammatical relations (which is a
further reduction in number, with respect to the previous SD

TUT USD H.m.
VERB-SUBJ nsubj, csubj Y

VERB-OBJ dobj, xcomp N

VERB-SUBJ/ — —
VERB-INDCOMPL-AGENT

VERB-OBJ/VERB-SUBJ nsubjpass N

PREP-ARG case Y

DET+DEF-ARG det, poss Y

DEF+INDEF-ARG det Y

CONJ-ARG mark, xcomp Y

PREP-RMOD case Y

ADJC+QUALIF-RMOD amod N

COORD2ND+BASE conj, cc Y

COORD+BASE cc N

END punct N

SEPARATOR punct N

TOP-VERB root N

Table 1: A mapping scheme between the 15 most
used syntactic relations in ParTUT and their coun-
terparts in USD. The third column reports whether
there is a (either direct or complex) head move-
ment (H.m.) when transforming TUT representa-
tion into USD.

English-particular relations, for example, can be
easily mapped onto the ones used in ParTUT, and,
except for one specific case (that of verb parti-
cles), can also be applied to Italian as well as
French constructions. Such cases are, respectively,
a) temporal modifiers expressed with a NP; b) pre-
determiners; c) words preceding a conjunction; d)
possessives.

TUT USD H.m.
PARTICLE* prt N

(*English only)

NOUN-RMOD-TIME tmod Y

PDET-RMOD predet N

COORDANTEC preconj N

DET+DEF-ARG poss Y

Table 2: English-particular relations in USD that
can be mapped onto the ones used in ParTUT. Un-
less stated otherwise, all the relations reported in
the table can also be applied to Italian and French.

However, as briefly introduced in Section 2.3,
the choice to establish meaningful syntactic links
between content words not only characterizes this
version of SD with respect to the previous ones,

versions).
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but it also marks a clear boundary with the TUT
representation. This aspect entails two basic types
of conversion procedures in case of non-direct cor-
respondences, that mainly concern the head selec-
tion criteria, and that can be summarized as fol-
lows:

• a direct head swapping, where conversion is
carried out by a simple inversion of head and
dependent roles, as in the case of determiners
and prepositions (see below two parallel ex-
amples of TUT, in the upper part, and USD,
in the lower one):

Resumption of the session

PREP-RMOD
PREP-ARG

DET+DEF-ARG

Resumption of the session

nmod
case

det

• a complex transformation that may involve
the whole subtree. This is the case, for ex-
ample, of copulative verbs, that are annotated
as heads in ParTUT, and as dependents – to-
gether with the subject itself – of the predica-
tive complement in USD (see below).

All are equal before the law

SUBJ PREDCOMPL

PREP-RMOD

PREP-ARG DET-ARG

All are equal before the law

nsubj
cop

nmod
case

det

On the other hand, a more semantically-
oriented representation has its benefits as well, es-
pecially when dealing with parallel texts in dif-
ferent languages annotated according to the same

scheme8. This proves useful for translation pur-
poses, which is one of the main goal ParTUT has
been conceived for, since it could make it easier
the identification of translational correspondences,
both manually and automatically, and it constitutes
therefore a meaningful step for the further devel-
opment of the resource as a whole.

Implemented conversion The implementation
of the converter is driven by the mapping scheme
and observations mentioned above. Each single
relation is classified according to different per-
spectives, including e.g. granularity and mapping
cardinality. Adequate procedures are developed to
deal with the transformations necessary to the con-
version for each relation class. Some procedures,
e.g. those implementing a complex restructuring
rather than a simple relation renaming, exploit not
only the syntactic knowledge but also PoS tagging
associated to dependency nodes.
The output of the conversion is made available in
different notations known in literature: besides the
typical bracketed notation of SD, the converted
version will be also released in CoNLL-U9 and us-
ing the Universal PoS tagset proposed by Petrov et
al. (2012)

4 Conclusion

In this paper, we briefly described the ongoing
project of conversion of a multilingual parallel
treebank from its native representation format, i.e.
TUT, into the Universal Stanford Dependencies.
The main advantages of such attempt lie in the
opportunity to release the parallel resource in a
widely recognized annotation format that opens its
usability to a number of NLP tasks, and in a result-
ing representation of parallel syntactic structures
that are more uniform and, therefore, easier to put
in correspondence. Conversion, however, is not
a straightforward process, and a number of issues
are yet to be tackled in order to obtain a converted
version that is fully compliant with the target for-
mat. The next steps of this work will focus in par-
ticular on such issues.

8Although recent works (Schwartz et al., 2012) seem
to point to the fact that while content word-based schemes
are more readable and ”interlingually” comparable, they are
harder to learn by machines; this is, in fact, an aspect we
intend to verify in the validation phase of the converted re-
source, by using it as training set for a statistical parser, as
also described in Simi et al. (2014).

9http://universaldependencies.github.
io/docs/format.html
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Popel, Daniel Zeman and Zdeněk Žabokrtský. 2014.
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