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Abstract

English. In this report, we describe
the EVALITA 2014 Emotion Recognition
Task (ERT). Specifically, we describe the
datasets, the evaluation procedure and we
summarize the results obtained by the pro-
posed systems. On this basis we provide
our view on the current state of emotion
recognition systems for Italian, whose de-
velopment appears to be severely slowed
down by the type of data available nowa-
days.

Italiano. In questo report, descriviamo il
task EVALITA 2014 dedicato al riconosci-
mento di emozioni (ERT). In particolare,
descriviamo i set di dati utilizzati, la pro-
cedura di valutazione e riassumiamo i
risultati ottenuti dai sistemi proposti. Su
questa base, descriveremo la nostra po-
sizione sullo stato attuale dei sistemi per il
riconoscimento di emozioni per l’Italiano,
il cui sviluppo sembra essere fortemente
rallentato dal tipo di dati disponibili at-
tualmente.

1 Introduction

After the Interspeech 2009 Emotion Chal-
lenge (Schuller et al., 2009) and the Interspeech
2010 Paralinguistics Challenge (Schuller et al.,
2010), the EVALITA Emotion Recognition task
(ERT) represents the first evaluation campaign
specifically dedicated to Italian Emotional speech.
Unlike the two Interspeech challenges, we move
here the first steps for Italian by using acted emo-
tional speech collected according to Ekman’s clas-
sification model (Ekman, 1992) as this is, so far,
the only type of speech material we have knowl-
edge. In this task, we aimed at evaluating the per-
formance of automatic emotion recognition sys-

tems and to investigate two main topics, covered
by two different subtasks:

• cross language, open database task

• Italian only, closed database task

First of all, we wanted to estimate the per-
formance that could be obtained on Italian us-
ing emotional speech corpora in other languages.
We also wanted to verify to what extent it would
have been possible to build a model for emo-
tional speech starting from a single, professional,
speaker portraying the discrete set of emotions de-
fined by Ekman (1992) (anger, disgust, fear, joy,
sadness, surprise, and neutral).

In this first evaluation of emotional speech
recognition systems on Italian, the material we use
is composed of acted speech elicited by means of
a narrative task. The material is extracted from
two emotional speech corpora containing similar
material and sharing basic characteristics:

• the E-Carini corpus

• the emotion corpus

Concerning the second subtask, the goal of the
evaluation was to establish how much information
could be extracted from material coming from a
single, professional source of information whose
explicit task is to portray emotions and obtain
models capable of generalizing to unseen subjects.

2 Datasets

For both development and training sets, *.wav files
were provided along with their Praat *.TextGrid
file containing a word level (wrd) annotation car-
ried out by means of forced alignment. Pauses
in the *.TextGrid file are labelled as “.pau”. The
material consists of PCM encoded WAV files
(16000Hz).
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2.1 Development set: the emotion corpus
Participants were provided with a development
set taken from the yet unpublished emotion cor-
pus (Galatà, 2010) to obtain reference results for
the test material during the system preparation
time. The material extracted from emotion con-
sists of the Italian carrier sentence “Non è possi-
bile. Non ci posso credere.” ( It can’t be. I can’t
believe it.), recorded by one professional actor ac-
cording to 4 instructions (or recording modes) as
follows:

• Mode A: after a private reading, read again
the six scenarios with sense and in a natural
and spontaneous way;

• Mode B: read the text once more with sense
and in a natural and spontaneous way con-
sidering the desired emotion letting himself
personally get involved in the story proposed
in the text;

• Mode C: repeat the carrier sentence accord-
ing to the requested emotion and to the sce-
nario proposed in each text;

• Neutral mode: simply read a list of sentences
(containing the carrier sentence).

Following the above described elicitation pro-
cedure, the 40 sentences were provided as devel-
opment set:

• Mode A: 6 productions (1 per emotion);

• Mode B: 6 productions (1 per emotion);

• Mode C: 24 productions (4 per emotion);

• Neutral mode: 4 neutral productions.

The file name structure for this data set provides
information on the way the sentence has been col-
lected as well as the discrete emotion label as-
signed and intended for its production. Given the
file name it ang a mt c1 as example, the file name
provides the following information:

• Language: it;

• Intended emotion: 6+1 discrete emotion la-
bels (eg. ang, sur, joy, fea, sad, dis, neu);

• Type of subject: a (actor);

• Subjects name: mt;

• The recording mode: a, b or c (for the neutral
mode this slot is left out);

• Occurrence number: 1, 2, 3 or 4.

2.2 Training set: the E-Carini corpus
The material provided for the E-Carini cor-
pus (Avesani et al., 2004; Tesser et al., 2004;
Tesser et al., 2005), consists of a reading by a pro-
fessional actor of the short story “Il Colombre” by
Dino Buzzati. The novel is read and acted accord-
ing to the different discrete emotion labels pro-
vided. The novel is split in 47 paragraphs (from
par01 to par47 in the file name) and stored in dif-
ferent folder (one for each emotion). This training
set provided for the closed database task consisted
of 1 hour and 17 minutes of speech.

2.3 The test set
All the participants were provided with the test
set consisting of emotional productions by 5 ac-
tors with the same characteristics as in the devel-
opment set above described. For each emotion, 30
stimuli were included in the test set. In order to al-
low speaker dependent system training, 4 neutral
productions were provided for each speaker in the
test set.

All the file names provided for the test set, apart
from the neutral ones, were masked: the sub-
ject ID was, however, available to the participants,
while the target emotion was kept hidden. The
format given to the files contained the subjects
name followed by a three digits random number
(eg. as 108). Neutral files followed the format
provided with the development set files.

3 Evaluation measure

Typically, the objective measure chosen for an
emotion classification task would be the F-
measure. However, as in this case, the sample
accuracy (percentage of correctly classified in-
stances) is used. Since the test set here distributed
contains the same number of examples for each
class, there is no influence to take into account on
the side of data distribution and the sample accu-
racy results in a better choice.

3.1 Baseline
For the emotion recognition system baseline, we
used the features set obtained with the OpenS-
MILE package (Eyben et al., 2013) in the config-
uration used for the Interspeech 2010 Paralinguis-
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Figure 1: Summary of the submitted results. We
also report the experiment provided by UNIBO
with an SVM trained with finer parameter opti-
mization than the one used as a baseline.

tics Challenge (Schuller et al., 2010). The Lib-
SVM (Chang and Lin, 2011) implementation of
Support Vector Machines (SVM) was trained on
this data using an RBF kernel and a basic strategy
to optimize the γ and C parameters (grid search
between 0 and 2 with 0.4 grid step for both). The
obtained classifier reached an accuracy of 30% on
the test set.

4 Participation and results

Before receiving the material, all participants
were asked to sign an End User License Agree-
ment (EULA). Four participants downloaded the
datasets after publication on the EVALITA web-
site.

However, after receiving the test material, only
two participants submitted the final test results for
the “closed database” subtask and no one for the
“open database” subtask. A system from the Uni-
versity of Bologna (UNIBO) and the University of
Pisa (UNIPI) were proposed. Results were sub-
mitted to the organizers as a two columns *.csv
file: the first column containing the file name and
the second column the label assigned by the pro-
posed system (eg. as 100, ang; eo 116, fea; etc.).

After the results submission, the participants
were provided with a rename table mapping the
masked file names on the original ones in order
to let them replicate the evaluation results. In the
following subsections we summarize the proposed
approaches, while in Figure 1 we show the graph-
ical comparison among the approaches with their
respective recognition accuracies.

4.1 UNIBO

The system presented by UNIBO performed emo-
tion recognition by means of a Kernel Quan-
tum Classifier, a new general-purpose classifier
based on quantum probability theory. The sys-
tem is trained on the same feature set used for the
baseline. The system reached a performance of
36.11% recognition accuracy, which is the highest
result obtained in the ERT.

4.2 UNIPI

The system presented by UNIPI used an Echo
State Network (Jaeger and Haas, 2004) to perform
emotion classification. The system has the pecu-
liarity of receiving, as input, directly the sound
waveform, without performing features extraction.
Neutral speech productions for each speaker were
used to obtain waveform normalization constants
for each speaker. Using the proposed approach, a
recognition accuracy of 24% was obtained on the
test set.

5 Discussion

The results obtained in the ERT task highlight an
important problem for emotion recognition speech
in Italian concerning the available material. While
corpora containing Italian acted emotional produc-
tions have been successfully used for emotional
speech synthesis in the past (this is the case of
the E-Carini corpus), it appears it is not straight-
forward to transfer the model built on one pro-
fessional actor portraying a set of specific emo-
tions on other subjects, even if they are profes-
sional actors too. As a consequence, we believe
that the type of emotional speech data available
nowadays is inadequate to train emotion recogni-
tion systems for Italian. The reason for this inade-
quacy is mainly due to the difference between the
type of data collected so far for Italian and the data
that have been collected in other countries (mostly
English speaking). For Italian, other than the E-
Carini and the emotion corpus, to our knowledge
only the EMOVO corpus (Iadarola, 2007; Costan-
tini et al., 2014) is available. This dataset, as
the ones here adopted, also contains acted read
speech classified using Ekmans schema. Outside
Italy, on the contrary, the scientific community
appears to be oriented towards more spontaneous
speech, mostly elicited through dialogue with arti-
ficial agents in a Wizard of Oz setup and annotated
with both emotional classes and with continuous
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measures as done, for example, in the SEMAINE
corpus (McKeown et al., 2010). As a matter of
fact, the latest international challenges on emotion
recognition are evaluated on the capability of auto-
matic systems to track continuous values over the
entire utterance (regression), as opposed to recog-
nizing a single class over a full sentence (classifi-
cation).

In conclusion, the result of the EVALITA 2014
ERT task seems to highlight that the type of data
available in Italian emotional speech corpora is
outdated at least for the emotion recognition task.
Two problems are, in our opinion, important for
the Italian community to tackle. First of all, we
have observed that it is not straightforward to
transfer the knowledge acquired by modelling a
single professional source to other professional
sources even in the case of read speech in silent
conditions with a neutral speech basis available.
This indicates that it is necessary for the Italian
community working on emotional speech recog-
nition to move away from this kind of data and
collect more spontaneous data.

The second problem lies in data annotation. On
an international level, automatic classification ac-
cording to Ekmans basic emotions has been aban-
doned in favour of dimensional models as pro-
posed, for example, by Mehrabian (1996). We be-
lieve it is necessary for the Italian community to
move forward in this sense too as the global atten-
tion appears to be focused on dimensional annota-
tions.
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